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Rotating a scene in a frontoparallel plane (rolling) yields a change in orientation of constituent images.
When using only information provided by static images to perceive a scene after orientation change,
identification performance typically decreases (Rock & Heimer, 1957). However, rolling generates optic
flow information that relates the discrete, static images (before and after the change) and forms an
embodied memory that aids recognition. The embodied memory hypothesis predicts that upon detecting
a continuous spatial transformation of image structure, or in other words, seeing the continuous rolling
process and objects undergoing rolling observers should accurately perceive objects during and after
motion. Thus, in this case, orientation change should not affect performance. We tested this hypothesis
in three experiments and found that (a) using combined optic flow and image structure, participants
identified locations of previously perceived but currently occluded targets with great accuracy and
stability (Experiment 1); (b) using combined optic flow and image structure information, participants
identified hidden targets equally well with or without 30° orientation changes (Experiment 2); and (c)
when the rolling was unseen, identification of hidden targets after orientation change became worse
(Experiment 3). Furthermore, when rolling was unseen, although target identification was better when
participants were told about the orientation change than when they were not told, performance was still
worse than when there was no orientation change. Therefore, combined optic flow and image structure
information, not mere knowledge about the rolling, enables accurate and stable perception despite
orientation change.

Public Significance Statement
Previously in the Journal of Experimental Psychology: Human Perception and Performance, Pan,
Bingham, and Bingham (2013) introduced the notion of embodied memory as a new way to
understand how motion-generated optical structure and static optical structure (images) interact to
provide visual information about the 3D structure of surfaces that is both effective and stable. These
authors now show the essential relevance of this analysis to the perception of spatial relations in the
context of postural changes in head orientation that are intrinsic to human viewing. Performance with
and without such orientation changes was found to be equivalent when both motion-generated and
static optical structure were available, but not otherwise. This implies that the embodied memory
theory is essential to understand how human visual perception normally works.
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Optic flow provides effective information about the 3D spatial
relations among surfaces and an observer. The problem is that
optic flow ceases to remain available when the motion that gen-
erates it stops. Embodied memory provides a solution to this

problem (Pan, Bingham, & Bingham, 2013). The image structure
from surfaces surrounding an observer remains available when
motion stops and is intrinsically related to previously available
optic flow because the flow is of that image structure. The image
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structure that has been hypothesized to provide stability to the
optic flow information by acting as embodied memory.

Visual perception is active. Observers actively look around,
turning their heads and eyes to sample and detect optical informa-
tion specifying surrounding environmental structures. The head
motions often result in changes of retinal image orientations. In
this work, we investigate perception of hidden object locations
with the presence of changes in image orientations.

In image-based approaches to the study of visual perception, the
visual system uses retinal image structure to form representations
of objects and their locations. Image structure has been used in the
study of vision since the work of Johannes Kepler in the 16th
century (Hergenhahn, 2008). Image structure refers to static opti-
cal structures or patterns that are detectable by the eye and may
contain information about surrounding spatial relations (e.g., in
Marr & Hildreth, 1980, and in Koenderink, 1984). Examples of
image structure include colors, shades, edges, contours, or shapes,
which, in combination, may be used as static cues for visual
recognition. In this image-based approach, motions of the visual
targets or the observers have been treated as hindrance to percep-
tion because they perturb retinal images. For example, visual
object recognition studies attempted to explain how objects are
recognized based on the distinct retinal images they project before
and after some rotation in depth, and found that the more complex
an object and the more it rotates in depths, the harder it is to
recognize (Riesenhuber & Poggio, 2000; Tarr & Bülthoff, 1998;
and Tarr & Vuong, 2002). Another line of research reveals that
objects with rotated retinal images were harder to recognize than
those with upright images when retinal images were subjected to
orientation change in the frontoparallel plane as a result of either
a rotating scene or a rotating observer (e.g., Rock & Heimer, 1957;
see Jolicoeur, 1990, for a review). Taken together, both visual
object recognition studies and orientation change studies suggest
that large-scaled motions lead to large differences between retinal
images before and after the motions (whether rotation in depth or
rolling in the frontoparallel plane), and hence make image-based
visual recognition less effective.

However, from an ecological perspective, motion does not im-
pede perception; instead, it provides important information for
perceiving objects, surfaces, and events. In an environment popu-
lated by opaque surfaces, light is reflected from, and therefore
deterministically structured by, surfaces surrounding the observer.
The structured light available to an observer is described as the
optic array. Motions of the observer and/or surfaces in the envi-
ronment yield continuous and lawful changes in the optic array,
known as optic flow (Gibson, 1979/1986; see also Nakayama &
Loomis, 1974, for a quantitative formulation of optic flow). Optic
flow is generated by motion in the environment and thus corre-
sponds to and specifies these motions. When an individual loco-
motes through the environment, the motion generates a global
pattern of optic flow that enables the perception of heading (e.g.,
Warren & Hannon, 1990), control of steering (e.g., Li & Warren,
2000, 2002; Wann & Land, 2000; Wilkie & Wann, 2006), or
control of braking (e.g., Anderson & Bingham, 2010, 2011; Fajen,
2005a, 2005b, 2008; Yilmaz & Warren, 1995). Furthermore, when
observers or environmental objects are going though large-scale
motion, optic flow also provides immediate and powerful infor-
mation about the 3D structure of the surroundings, including
metric shapes and the layout of surfaces in cluttered terrain

(Domoni & Caudek, 2003; Todd, 1995). This is called structure
from motion (SFM; Koenderink & van Doorn, 1991; Tittle &
Braunstein, 1993; Todd & Bressan, 1990). However, optic flow
varies in quality with the relative speeds of motion. The strength of
optic flow is directly proportional to the relative speed of object
movements and weakens as motion speed decreases until, as
motion stops, it becomes unavailable. Thus, although motion-
generated optic flow is strong in specifying 3D structure, it is
lacking of stability. Image structure, on the other hand, is weaker
in its ability to specify 3D structures, but it is persistent. Image-
based vision relies on cues (such as image size, texture gradients,
or height in the visual field) to deduce spatial relations based on
experience. It reduces the 3D dynamical environment to flat and
static snapshots from which observers extract useful cues, resort-
ing to their working memory or mental rotation to undo the
rotation or orientation change, to identify objects (Jolicoeur, 1990).
Thus, identifying complex objects before and after some spatial
transformation is challenging if the continuous motion is unavail-
able and image structure is the only available information. Despite
its weakness in specifying depth relations, however, image struc-
ture is stable. It remains as long as the objects remain visible.

Pan, Bingham, and Bingham (2013) hypothesized that embod-
ied memory incorporates the two sources of optical information,
and explains how stable and accurate perception might be formed
with a combination of optic flow and image structure, allowing
them to compensate for one another’s weaknesses. Specifically, in
normal viewing environments, when opaque surfaces move, both
optic flow and image structure information become available.
They are intrinsically related in respect to the layout of surfaces
from which they are projected, because optic flow carries one
structured image into the next structured image (one image
“flows” to the next). In other words, optic flow and image structure
specify the same events but play different roles in the perception
process. In the process of perception, the relation between optic
flow and image structure, in part, could be cast as a calibration of
image based information about 3D structure by the more powerful
optic flow information. (Just as knowledge of results provides
feedback from visually guided actions that calibrates the percep-
tual information used to guide those actions to allow them to be
accurate, optic flow specifies spatial layout and can be used to
calibrate image structure.) Optic flow specifies the changes in 3D
spatial structure that relates sequential images. Once the optic flow
has ceased, the calibrated image structure remains, and thus helps
preserve the information provided by the optic flow. This combi-
nation promotes the effectiveness of perception because informa-
tion provided by transient optic flow is offloaded to external stable
image structure information, rather than being kept in the head.
Thus, the calibrated image structure becomes embodied memory
for spatial layout that has been specified by optic flow. It is
embodied because the image structure is projected from the sub-
stantial surfaces of the environment in which the (substantial or
embodied) observer is situated and, therefore, to which the ob-
server is related.

Empirically, embodied memory has been shown to yield accu-
rate and stable perception of hidden objects (Pan et al., 2013),
metric shape (Lee & Bingham, 2010), and blurry events (Pan &
Bingham, 2013). In all of these studies, the experimenters manip-
ulated the availability and/or quality of optic flow and image
structure and tested the stability and accuracy of perception-based
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performance. In the study of hidden object perception (Pan et al.,
2013), participants first observed and learned locations of multiple
target objects. Then, targets were progressively occluded until they
went completely out of view. After some delay, participants iden-
tified locations of the hidden objects. The results showed that
participants successfully identified locations of hidden objects in
conditions in which optic flow was ongoing, or when optic flow
and image structure coexisted. When there was only optic flow
information, identification performance was accurate (100% iden-
tification) when the visual scene was moving, but as soon as the
motion stopped, performance dropped to, on average, less than two
of 15 items. Performance was not temporally stable. In contrast,
with both optic flow and image structure and when image structure
(previously calibrated by optic flow) was continuously available,
large numbers of targets (more than eight of 15) were identified
with response delays of up to 25 s. Performance, in this case, was
both accurate and stable.

Lee and Bingham (2010) investigated whether large perspective
changes (�45°) would enable seated observers to perceive metric
shape and use the information to guide accurate feedforward
reaches-to-grasp with optic flow and image structure information.
Multiple cylinders with various aspect ratios were placed on a
turntable. Participants in this experiment viewed the objects as the
turntable was rotated and then performed reaches-to-grasp. Partic-
ipants’ action responses (e.g., how wide a hand opened when about
to grasp) were used as a measure of shape perception. The authors
found that large perspective changes (�45°) enabled observers to
perceive metric shape and guide accurate feedforward reaches-to-
grasp. Without the large perspective changes, reaches-to-grasp
were inaccurate. Participants were able to perform accurate
reaches-to-grasp both immediately after viewing the rotating ob-
jects, and after 15-s delays during which image structure, but not
optic flow, was available. Thus, optic flow information was nec-
essary to enable accurate shape perception (and, thus, accurate
reaches-to-grasp), and this accuracy of performance remained with
persistent image structure after optic flow had ceased.

Pan and colleagues applied this embodied memory approach to
event perception with low vision (Pan & Bingham, 2013). They
first showed participants individual blurry pictures taken from 20
frame videos depicting daily activities, and then showed them the
sequence of blurry frames of the videos with motion masks be-
tween the frames. Then, participants were shown the blurry videos
(without the motion masks). Finally, they showed participants the
individual blurry pictures again. In each phase, participants re-
ported what activities they saw from the blurred stimuli. The
participants failed to identify events using static images, even in
sequence, but succeeded when these images were played in videos
that yielded motion. Thereafter, events were perceivable using
static blurry images, which had previously failed to allow percep-
tion. Weakened image structure in low vision was calibrated by
unimpaired optic flow. The static images preserved the spatiotem-
poral information in optic flow. This synergy allowed low-vision
observers to perceive, remember, and potentially interact with
events.

In the current study, we extended the scope of the embodied
memory hypothesis and tested its application in perceiving hidden
objects with orientation change. Orientation change is a particular
case of a more general problem, object constancy. It has been
studied using identification tasks, in which observers view a static

stimulus (a letter, an object, or a scene) and then identify it in
another rolled static view. Rock and Heimer (1957) found that
when upright observers identified familiar objects from images
that were turned by 90° in the frontoparallel plane, the rate of
correct identification was more than 50% lower than when upright
observers identified these objects from upright images. When
naming objects, response time increased when the objects’ orien-
tation change increased from 0° to 180° (Jolicoeur, 1985). Using a
slightly different task, Simons and Wang (Simons & Wang, 1998;
Wang & Simons, 1999) showed that change detection performance
was affected by the relative orientation between an observer and
the object display. Specifically, change detection dropped when
the array of objects rotated (about 50°) and the observer remained
still compared with when the observer and the objects both re-
mained stationary.

The existing studies on the effects of orientation change only
provided image structure information before and after motion.
With image structure alone, observers have to encode and preserve
the original stimuli in the working memory and mentally rotate the
postrotation stimuli to undo the orientation change and match them
to the remembered prerotation stimuli (Jolicoeur, 1990). However,
orientation change involves a continuous motion that generates
strong optic flow and in natural viewing conditions, both image
structure projected from the moving objects and optic flow from
the motion would be available. According to the embodied mem-
ory hypothesis, optic flow would specify the orientation change
(its direction and amount) and simultaneously calibrate the image
structures projected by the moving objects. Calibrated image struc-
tures would, in turn, preserve the orientation change, making
postmotion spatial relations available to an observer so long as the
image structure is available. Thus, if an observer continuously
experiences both optic flow and image structure when a visual
scene rolls, (s)he should be able to identify visual targets equally
well with or without the orientation change.

We tested this prediction in three experiments in which partic-
ipants identified the locations of multiple objects after they became
occluded and after the visual scene rigidly rolled in the frontopa-
rallel plane. We modified the paradigm used in Pan et al. (2013)
and inspired by the original Kaplan displays (Gibson, 1979/1986,
p. 189, Kaplan, 1969). In the Kaplan kinematogram displays, a
randomly textured square was perceived to move in front of a
background composed of identical random textures. When viewing
any discrete frame from the display (that is, a static picture of the
square and the background), an observer could only see a single
textured surface (that is, the square was invisible). However, when
the continuous motion was presented, an observer could immedi-
ately see both surfaces, one in front of the other, separated in
depth. In the current study, the stimulus display involved two
planar frontoparallel surfaces, covered with random texture and
separated in depth, one in front of the other. Like in the Kaplan
display, the spatial relation of the two identically textured surfaces
could only be detected when the surfaces were moving. Targets on
the back surface could be seen through cutout windows in the front
surface. All windows were bordered with visible black contours,
which projected image structure information. The rear surface
rigidly translated relative to the unmoving front surface to produce
progressive occlusion taking the targets out of view beyond the
windows in the front surface. After the targets were occluded and
only the black contour windows were visible, the two surfaces
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Figure 1 (opposite)
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rolled rigidly in a frontoparallel plane and around the line of sight,
causing a change of orientation of all visible windows and oc-
cluded targets (see the Method section for more detailed descrip-
tions). We tested recall of the locations of occluded targets in
conditions without orientation change (Experiment 1, baseline)
with continuously available optic flow and image structure infor-
mation about the orientation change (Experiment 2, continuous
change in orientation), and with image structure information (but
not optic flow) before and after rolling (Experiment 3, discrete
change in orientation). We used a spatial memory task to test
participants’ perception and retention of object locations. The
response task was performed after optic flow had ceased, and
entailed the identification of previously perceived, but now oc-
cluded, targets.

Note that in a previous experiment using this general paradigm,
Pan et al. (2013) showed large changes in performance levels
between presentation of both optic flow and image structure com-
pared with presentation of either alone (that is, when only optic
flow was presented with no image structure or when only image
structure was presented with no optic flow). In the former case,
more than eight of 15 targets were identified, and in the latter two
cases, less than two of 15 targets were identified, on average. The
latter level of performance was characteristic of traditional visual
memory. Conditions were also tested in which both optic flow and
image structure were presented but neither were available during
an extended delay (25 s) between the original display and the
response. This yielded a drop in performance level when compared
with a condition in which image structure was visible throughout
the delay interval. This drop (from �8.5 of 15 to �6.5 of 15) was
not as large as the drop found between continuously available joint
versus single forms of information. The reason is that the image
structure was made available again at the end of the delay. The
initial pairing of image structure with optic flow provided infor-
mation about the location of hidden targets within the image.
However, the subsequent interruption in the availability of the
image structure yielded characteristic decay in memory perfor-
mance (blank condition). The surprising result was an absence of
such decay when the image structure remained continuously avail-
able during the delay (no blank condition). The current experi-
ments are in line with these latter manipulations, and the scale of
the effects was expected to be comparable. The interruption of
image structure is a perturbation of embodied memory in which
removal of image structure eliminates embodied memory.

Experiment 1: Baseline—No Orientation Change

In Experiment 1, we tested participants’ recollection of the
locations of targets after they were occluded. This replicated the

fourth experiment of Pan et al. (2013) and established a baseline
for further comparisons.

Method

Participants. Twenty-four normally sighted observers, of
ages between 18 and 32 years, completed this experiment. Among
them, 14 were students at Indiana University and eight were
students from Sun Yat-sen University. The study was approved by
the institutional review boards at both universities. Each partici-
pant received a small amount of monetary reward after finishing
the experiment.

Apparatus. Participants sat in front of a computer monitor
(display width � 43 cm; height � 27 cm) with a viewing distance
of 50 cm. The refresh rate of the monitor was 60 Hz, with spatial
resolution being 1680 � 1050.

Display. We used a simulated 3D display on a computer
screen (see Figure 1). The display size was 43 cm (width) � 27 cm
(height) and viewing distance was 50 cm. The display consisted of
two rectangular surfaces, a smaller surface in front of a larger
surface, both parallel to the computer screen (or perpendicular to
the line of sight), with a depth separation between the surfaces.
The surfaces were randomly textured in exactly the same way, that
is, identical density of texture elements. The rear surface extended
well beyond the edges of the computer screen and its edges never
appeared on screen during experimental trials. The front surface
was smaller (27° � 27° visual angle) so that it occluded only the
central portion of the rear surface, leaving approximately 8° of the
rear surface on the two sides and 2° on the top and bottom that
could always be seen beyond edges of the front surface. The front
surface contained cutout circles with black borders, through which
part of the rear surface could be seen. The black borders consti-
tuted the image structure information in this task. Through some of
these circular windows, pink circles could be seen lying on the rear
surface. The pink circles were targets. Through some other circular
windows, only the random textures on the rear surface could be
seen. Windows showing only random textures were distracters.
The windows, targets, and distracters were circles with diameters
of 11 mm (roughly 1.3° visual angle). The number of targets varied
as an experimental manipulation, and the number of distracters
remained at 15. Although the two surfaces were separated in depth,
this depth structure was only perceptible with continuous motion
that generated differential optic flow along the depth edges. When
the display was static, the depth separation could not be seen
and the two surfaces appeared to be one that contained random
textures, pink dots (targets) and black circles (window borders).

Figure 1. An illustration of the basic experimental display (not drawn to scale) used in all experiments. A front view (which is what participants actually
saw) is shown on the right, and a side view (which is for clarifying the 3D structure) is shown on the left. (A) SFM phase: Two identically textured surfaces
were separated in depth. The front surface contains cutout holes, through which pink disks (targets) or random textures (distracters) on the rear surface are
seen. The two surfaces rigidly rotate and precess in depth (or make figure-8 movement around a vertical axis in the frontoparallel plane). This motion reveals
the 3D structure. (B) Translation phase: The rear surface then translates and hence targets on it are progressively occluded by the front surface. (C)
Eventually, targets are completely occluded by the front surface. Through the cutout holes in the front surfaces, only random textures on the rear surface
are seen. SFM � structure from motion. See the online article for the color version of this figure.
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Procedures. Participants read and signed consent forms and
then completed three to 10 practice trials (with the experimenter
present) to become familiar with the task.

Each experimental trial consisted of four phases: SFM, transla-
tion, delay, and response. An experimental trial started with the
two planar surfaces rotating and precessing in depth, around an
upright frontoparallel axis (which was not visible). This SFM
generated differential optic flow for the two surfaces at different
depth layers, and hence revealed the depth relation between the
surfaces. Participants watched the surfaces rotate for 8 s and
studied the locations of the targets. After the motion stopped, the
two surfaces once again were frontoparallel. Immediately after
that, the rear surface translated rigidly in one of the four direc-
tions—up, down, left or right—while the front surface remained
stationary. This rigid translation of the rear surface could be seen
both through the windows in the front surface and beyond the four
edges of the front surface. As the rear surface translated, the pink
circles on it passed beyond the cutout windows in the front surface
and thus became occluded behind the front surface. The rigid
translation resulted in progressive occlusion and yielded optic flow
that specified the depth relation of the two surfaces as well as the
locations of the pink targets behind the front surface. The rear
surface translated for 11 mm, which was equivalent to the diameter
of the targets and cutout windows, and this translation took 3 s.
After the translation ended, targets were completely occluded by
the front surface. The hidden locations of the targets would only be
perceived in terms of the distance and direction that the entire rear
surface had moved relative to the detectable image structures (i.e.,
the visible black borders of the cutout windows). After the trans-
lation was completed, either a long delay of 25 s or a short delay
of 5 s was introduced, during which we manipulated the availabil-
ity of image structure information (i.e., the visibility of both the
random texture and window borders). Participants then used the
mouse to click on the locations of the targets, which were now
hidden behind the front surface (see Figure 2 for an illustration of
the experimental procedures).

The structure of these displays was similar to that of the Kaplan
kinematogram displays (Kaplan, 1969; see also Gibson, 1979/
1986, pp. 189–191). The presence of two surfaces could only be
seen with optic flow during the SFM and translation phases. Once
motion stopped, only a single static display of random textures and
black circles could be seen (see Figure 1 and Figure 21).

When making responses, we encouraged participants to click
accurately instead of randomly by introducing a point system:
Starting with 200 points, if they identified a target correctly (that
is, a “hit”), they gained a point; if they identified a target incor-
rectly (that is, clicking on a pixel on the display that was not a
target, which would be counted as a “false alarm”), they lost a
point; if they did not attempt to identify, there would be no point
change. At the end of the experiment, participants received bonus
payment (in addition to the standard participation payment) in
proportion to their final points.2 This was designed to prevent
guessing and to promote accurate performance. The method was
effective. In three experiments, there were very few false alarms.
(Overall, the median of false alarms was 0. The Results sections
under each experiment provide the respective false alarms rates.)
This means that in more than half of the trials in each experiment,
participants did not err. The extremely small number of false
alarms in these experiments suggested that participants were care-

ful and conservative when making responses—they did not guess.3

Therefore, we simply analyzed the number of targets correctly
identified (that is, hits) as a measure of performance.

In the current experiment, we manipulated the number of targets
available (10, 15, or 20), the length of the delay phase duration (5
s or 25 s), and the persistence of image structure information
during delay: On trials with persistent image structure, random
textures and black circles were continuously visible during delay;
on trials with interrupted image structure, a black screen was seen
during delay. We referred these to the “no blank” and “blank”
conditions, respectively, and we referred this factor as “blank” in
the following analyses. We tested how these factors affected the
identification of hidden targets. Table 1 and Table 2 provide optic
flow and image structure information in each condition for all
experiments. The number of distracters was fixed at 15 for all
experiments. In Experiment 1, the combination of number of
targets, delay duration, and blank, all randomized within a testing
block, yielded 12 unique combinations of input variables. In one
testing block, a participant completed two trials for each combi-
nation. Each participant completed two blocks, or 48 trials, in this
experiment.

Results

In this study, we tested the identification of hidden targets when
the numbers of available targets, the delay duration, and the
persistence of image structure information (blank) varied. The
number of targets that were correctly identified was significantly
affected by the main effects of number of targets, F(2, 46) �
75.89, p � .001, �2 � 0.27, and the persistence of image structure
information (blank), F(1, 23) � 36.47, p � .001, �2 � 0.06. Target
identification was not affected by the length of delay, F(1, 23) �
1.36, p � .26, but it was affected by the interaction between delay
and blank, F(1, 23) � 8.93, p � .001, �2 � 0.01.

With up to 20 targets, the more targets there were, the more
targets that participants identified (see Figure 3). The rate of
increment was 0.28, t(1150) � 13.71, p � .001, that is, hits
increased by 1 as the number of available targets increased by
3 or 4. Participants identified fewer targets in trials in which
image structure was not persistent, that is, in which participants
saw blank screens with no detectable image structure informa-
tion during the delay. The mean number of hits for no-blank

1 The experiments (Experiments 1, 2, and 3) can be downloaded and run
from http://www.indiana.edu/~palab/Resources/Demos/Orientation_Change_
Demo.zip. Instructions are included in the demo folder. Note that the demos
are for Mac OS only. Motion speed may vary depending on the computer.
Alternatively, a video of all three experiments can be obtained from http://
www.indiana.edu/~palab/Resources/Demos/demo5.mp4.

2 As bonus payment, participants at Indiana University received $0.01
per point gained, and participants at Sun Yat-sen University received ¥0.10
(� $0.015) per point gained.

3 Participants did not guess, although sometimes they misremembered.
For instance, Experiment 3 contained 1,728 trials, and in 41 trials, there
were high false alarms and no hits. In these trials, it was likely that
participants misremembered the direction in which the rear surface had
moved, and hence where the targets were hidden relative to the visible
window borders. Participants then systematically clicked on the wrong
locations throughout. This kind of memory error was not equivalent to
random guessing.
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trials was 8.90 (SD � 2.98), and that for blank trials was 7.95
(SD � 3.14).

In addition to the significant main effect of blank, the interaction
between blank and delay was significant. As shown in Figure 4,
long delays affected targets identification in trials with blank (or
no persistent image structure information), but not in trials with no

blank (or persistent image structure information). Specifically, in
trials with blank, on average of 8.23 targets (SD � 3.05) were
identified with short delays, and 7.68 targets (SD � 3.20) were
identified with long delays. The difference was significant (p �
.035, using the Benjamini and Hochberg (BH) correction for false
discovery; Benjamini & Hochberg, 1995). In trials with no blank,

Figure 2. Illustrations of experimental stimuli and procedures (not drawn to scale) in Experiment 1. A trial
began with a black screen showing the current points and an instruction to begin (A). The rear surface
(containing targets and distracters) and the front surface (containing cutout windows) were separated in depth.
Through the windows in the front surfaces, targets (red disks) and distracters (random textures) were seen (B).
Then, the rear surface and the front surface rotated rigidly around an upright frontoparallel axis that also
precessed (SFM) and revealed the 3D structure of the display (C). Then, the rear surface, along with the targets
it contained, translated in one of four directions—up, down, left, or right (D) until targets moved out of the
windows and were completely occluded by the front surface (E). Participants waited for 5 or 25 s while the
monitor displayed either the ending scene (F1) or turned blank (F2). Finally, participants clicked on locations of
the now hidden targets given the ending scene of the display (G). Go to http://www.indiana.edu/~palab/Resources/
Demos/Orientation_Change_Demo.zip to download and see the experiments; or http://www.indiana.edu/~palab/
Resources/Demos/demo5.mp4 to see a video of the experiments. See the online article for the color version of
this figure.
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on average of 8.82 targets (SD � 2.98) were identified with short
delays, and 8.98 targets (SD � 2.98) were identified with long
delays. The difference was not significant (p � .52, using the BH
post hoc correction for false discovery).

The false alarm rates (wrongly clicking on a pixel on the screen
as if it was a target) were low in this experiment. In all no-blank
trials, participants made 5,676 clicks, among which 551 were
clicks on nontarget pixels of the display. In all blank trials, par-
ticipants made 5,152 clicks, among which 570 were clicks on
nontarget pixels of the display. Although number of wrong clicks
counted for about 10% of total clicks, the false alarm rates in both
cases had a median of 0. This means that in more than half of the
trials, with or without blank, there was no false alarm; but in some
trials, there were many false alarms. This was consistent with our
conjecture that participants might misremember the direction of
translation and therefore wrongly click many times in one trial.
None of the factors significantly affected false alarm rates in this
experiment.

Experiment 2: Continuous Change of Orientation

An observer’s head often rolls around the line of sight in the act
of looking. Phenomenologically, one’s perception is not affected
by such a head roll. In this experiment, we simulated a head roll by
rolling the display in the frontoparallel plane (while keeping the
observer’s head unmoved) and examined hidden target perception
when observers were allowed or not allowed to see the rolling
motion. Specifically, in this experiment, participants viewed a
dynamic display consisting of rigid rotation/precession in depth of
two surfaces followed by rigid translation of the rear surface, and

then rigid rolling of the two surfaces in the frontoparallel plane.
Whereas the rigid rotation/precession in depth and rigid translation
contained differential flow from the front and rear layers, fronto-
parallel roll did not provide any information for relative depths.
Nonetheless, the frontoparallel rotation simulated a common visual
experience, which was the change of orientation as a result of
change in head orientation of an observer.

Method

Participants. Twelve participants who completed Experiment
1 also did this experiment. They were rewarded a small amount of
money to compensate for their time and effort. The experiment
was approved by the institutional review boards at Sun Yat-sen
University and Indiana University.

Display and procedures. The apparatus, display, and proce-
dures were the same as those in Experiment 1, except that a rolling
phase was added immediately after the rigid translation phase and
before the delay period began (see Figure 5). Participants first
watched the SFM phase and learned the locations of targets. Then
they saw the rigid translation of the rear surface taking the targets
out of view in a specific direction beyond the visible window
borders. The SFM and translation lasted for 8 s and 3 s, respec-
tively (the same as in Experiment 1). Next, the two surfaces rolled
rigidly together in the frontoparallel plane in the clockwise or
counterclockwise direction for 30° around the line-of-sight axis.
The window borders and hidden targets were also carried by the
rolling of the surfaces. This frontoparallel transformation simu-
lated rolling of the head to yield a change in orientation of the
visual image. The frontoparallel rolling took 3 s, after which there

Table 1
Availability of Optic Flow Information in the Blank and No-Blank Conditions of the Three
Experiments in This Study

Experiment Condition

Availability of optic flow information during each phase

SFM Translation Roll Delay

Experiment 1: 24 subjects No blank Available Available Not applicable Not available
Blank Available Available Not applicable Not available

Experiment 2: 12 subjects No blank Available Available Available Not available
Blank Available Available Available Not available

Experiment 3: 12 subjects No blank Available Available Available Not available
Blank Available Available Not available Not available

Note. SFM � structure from motion.

Table 2
Availability of Image Structure Information in the Blank and No-Blank Conditions of the Three
Experiments in This Study

Experiment Condition

Availability of image structure information during each phase

SFM Translation Roll Delay

Experiment 1: 24 subjects No blank Available Available Not applicable Available
Blank Available Available Not applicable Not available

Experiment 2: 12 subjects No blank Available Available Available Available
Blank Available Available Available Not available

Experiment 3: 12 subjects No blank Available Available Available Available
Blank Available Available Not available Not available

Note. SFM � structure from motion.
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was either a long (22 s) or a short delay (2 s) before the participant
used the mouse to click on the hidden targets. The 22-s and 2-s
delay durations were chosen to compensate for the 3 s of rolling
duration and to keep the time elapsed between differential optic
flow that specifies depth structure (translation phase) and partici-
pants’ clicking (response phase) the same as that in Experiment 1.

In this experiment, we manipulated the number of targets avail-
able (10, 15, or 20 targets), the length of the delay phase duration
(short vs. long), and the persistence of image structure information
during delay (no blank vs. blank) and tested how these factors
affected the identification of hidden targets. The combination of
number of targets, delay duration, and blank yielded 12 unique
combinations of independent variables. In each testing block, a
participant completed two trials for each combination. Each par-
ticipant completed four blocks or 96 trials in this experiment. (In
two blocks, the frontoparallel roll was in the clockwise direction,
and in two blocks the roll was in the counterclockwise direction.
The roll direction did not affect performance, p � .07, because
participants always saw the rolling and knew its direction. This
factor was hence excluded from the subsequent data analysis.)

Data analysis. First, we looked at how target identification
was affected by the number of targets available, delay duration,
and blank. More importantly, to study embodied memory for
targets with orientation change, we compared performance when
there was no frontoparallel roll versus when there was roll (the
process of which remained visible to participants). We combined
and compared the 12 participants’ data from the current experi-
ment and their data from Experiment 1. The dependent measure
was hits and all the independent variables were tested within
subjects.

Results

We analyzed data from the current experiment with repeated
measures ANOVA, and found that, similar to the results in Ex-
periment 1, hidden target identification was significantly affected
by the number of targets available, F(2, 22) � 67.84, p � .001,
�2 � 0.35, blank, F(1, 11) � 5.40, p � .04, �2 � 0.03, and the
blank–delay interaction, F(1, 11) � 9.07, p � .02, �2 � 0.01.
Additionally, in this experiment, hidden target identification was
also affected by delay duration, F(1, 11) � 5.22, p � .05, �2 �
0.02, and the interaction between blank and number of targets
available, F(2, 22) � 3.67, p � .05, �2 � 0.01.

In general, more hidden targets were identified in trials with no
blank in which the image structure information was persistently

available (Mno blank � 8.35, SDno blank � 3.32; Mblank � 7.78,
SDblank � 3.44), and in trials with short delays (Mshort delay � 8.34,
SDshort delay � 3.18; Mlong delay � 7.79, SDlong delay � 3.57). As the
number of targets available increased, hits increased at the rate of
0.32, t(1150) � 9.43, p � .001, or roughly one additional hit for
three additional available targets.

Next, we compared the 12 participants’ performance in this
experiment with their performance in Experiment 1. The differ-
ence between the two experiments was that in Experiment 1, there
was no rolling of image structures, and in Experiment 2, there was
rolling (which was visible to the participants). First, we found that
there was no significant difference in performance between these
two experiments, that is, without roll or with visible roll, F(1,
11) � 1.35, p � .27. Second, in both Experiment 1 and Experiment
2, the 12 participants always identified more targets when more
were available (see Figure 6). The rates of increase in the two
experiments were the same. The slope of a line fit by least square
to hits versus number of targets available was 0.28 for Experiment
1, and 0.32 for Experiment 2. The slope, t(1724) � �1.05, p �
.29, and intercept, t(1724) � 1.54, p � .12, differences between
the two lines were not significant. Third, a significant blank–delay
interaction was found in both experiments. Specifically, in Expe-
riment 2, in trials with blank, 8.17 targets (SD � 3.18) were
identified with short delays and 7.50 targets (SD � 3.47) were
identified with long delays. The difference was significant (p �
.0056, using the BH post hoc correction for false discovery;
Benjamini & Hochberg, 1995). In trials with no blank, 8.54 targets
(SD � 3.06) were identified with short delays and 8.47 targets
(SD � 3.32) were identified with long delays. The difference was
not significant (p � .75, using the BH post hoc correction for false
discovery). Thus, in Experiment 2, extended delay resulted in
decreased hits only in trials with blank, or when embodied memory
was unavailable during delay (see Figure 7). This was similar to
the result of Experiment 1.

In these three respects, performance in Experiment 2 showed
similar trends as in Experiment 1. This suggested that when
embodied memory had been formed by the interaction of optic
flow and image structure in the SFM and translation phases, the
calibrated image structures continued to preserve locations of
previously seen and currently hidden targets, even when there was
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Figure 3. In Experiment 1, participants identified more targets when
more targets were available to them. Error bars represent 1 SE.
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Figure 4. In Experiment 1, hits were affected by the interaction of blank
and delay. When the image structure information was persistently avail-
able, hits did not drop with extended time delays (no blank: open circles).
When the image structure information was unavailable during delays, hits
dropped as the delays became longer (blank: filled circles). Error bars
represent 1 SE.
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Figure 5. Illustrations of experimental stimuli and procedures (not drawn to scale) in Experiment 2. In
Experiment 2, all displays until the progressive occlusion step were identical to those in Experiment 1 (Steps A
to E in Figure 2). After targets on the rear surface were occluded (E), the two planes rolled for 30° clockwise
or counterclockwise (F). Participants then waited for 5 or 25 s while seeing either the postroll ending scene (G1)
or a blank screen (G2). Finally, participants clicked on locations of the now hidden targets (H). See the online
article for the color version of this figure.
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an orientation change. As long as the calibrated image structures
remained in view, additional orientation change did not add extra
difficulty to the task or lower target identification performance.
Thus, embodied memory is powerful enough to overcome orien-
tation change.

The false alarm rates were low in this experiment. In all no-
blank trials, participants made 5,505 clicks, among which 694
were clicks on nontarget pixels on the display. The median of false
alarm rates is 1, with a range of 0 to 17, and an interquartile range
(IQR) of 2. In all blank trials, participants made 5,211 clicks,
among which 729 were clicks on nontarget pixels on the display.
The median of false alarm rates is 1, with a range of 0 to 13, and
an IQR of 2. In both cases, although false alarms counted for about
13% of total clicks, their distribution was highly skewed with long
right-hand tails. In general, the false alarms were low, but in some
trials, participants clicked on many nontarget pixels and no targets.
A possible reason was that they incorrectly remembered the trans-
lation direction of the rear surface, which would result in many
false alarms on one trial. None of the factors significantly affected
false alarm rates in this experiment.

Experiment 3: Discrete Change in Orientation

In this experiment, we studied target identification when the
frontoparallel rolling phase was not visible. In this case, there was
no embodied memory for orientation change, because image struc-
ture information was not available during the rolling, so optic flow
and image structure were not allowed to interact in this respect.
Comparing results from this experiment with those from Experi-
ment 2, we stressed the importance of calibrated image structure
information and, hence, embodied memory in overcoming visual
image perturbations caused by orientation change.

Method

Participants. The other 12 participants who completed Ex-
periment 1 (but not Experiment 2) completed this experiment. The

experiment was approved by the institutional review boards at Sun
Yat-sen University and Indiana University.

Display and procedures. Display and viewing conditions
were the same as in the previous experiments. Similar to those in
Experiment 2, this experiment contained the SFM (which revealed
the 3D structures), rigid translation (which yielded progressive
occlusion), frontoparallel rolling (which yielded orientation
change), delay, and response phases. However, in this experiment,
the rolling and delay were treated as one phase and the factor of
blank affected both. That is, in half of the trials, the process of
frontoparallel rolling was visible, and also in these trials, the black
window borders were visible during delay. These were the no-
blank trials, in which image structure information was persistently
available. In the other half of the trials, rolling occurred when the
screen went blank and the screen remained blank during the delay.
These were the blank trials, in which image structure information
was not persistently available (see Figure 8).

We recorded target identification performance as a function of
number of available targets (10, 15, or 20), persistence of image
structure information (no blank vs. blank), and delay duration (2 s
or 22 s). These manipulations were repeatedly tested in six blocks.

Additionally, for a given participant, in two blocks, the fronto-
parallel rolling was always to one direction, either clockwise or
counterclockwise, for 30°. In these two blocks, the experimenter
always told the participants the direction in which the display was
going to roll. Prior to the experimental blocks, the verbal instruc-
tion to the participants was, “In the next block, you will always
see the display rolling by 30 degrees clockwise/counterclockwise
or to the right/left, after the targets become occluded. Then you
should try to locate the hidden targets and click on them.” The
participants also received three to five practice trials to get familiar
with the rolling direction and degree. In these two known-rolling-
direction blocks, a participant did two repetitions of each combi-
nation of number of target (three levels), blank (two levels), and
delay (two levels), or 24 trials per block for two blocks.

In the other four experimental blocks, the roll direction was
randomized within block (in half of the trials, the display rolled
30° clockwise, and in the other half, the display rolled 30° coun-
terclockwise). In this case, the participants did not know to which
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Figure 6. Comparison of performance between trials with no rolling
(open squares) and trials with seen rolling (filled squares). Data were from
12 participants who identified hidden targets with no roll (Experiment 1)
and trials with continuous visible roll (Experiment 2). In both cases, hits
increased as the number of targets increased at similar rates. There was no
difference between the slopes of the two trend lines. Error bars represent
	1 SE.

6 

7 

8 

9 

10 

Short Long 

M
ea

n 
nu

m
be

r 
of

 ta
rg

et
s i

de
nt

ifi
ed

 

Delay Duration 

Visible roll 

Figure 7. The blank–delay interaction was significant in Experiment 2.
Pairwise t test (with BH correction) showed that only hits in the long delay
and blank condition were significantly lower than those in the other three
(p � .006 in all cases). No blank: open squares. Blank: filled squares. Error
bars represent 1 SE.
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Figure 8. Illustrations of experimental stimuli and procedures (not drawn to scale) in Experiment 3. In
Experiment 3, all displays until the progressive occlusion step were identical to those in Experiment 1 (Steps A
to E in Figure 2). After targets on the rear surface were occluded (E), participants either saw the two planes
rolling in the frontoparallel plane (F1) and continued seeing the ending scene while waiting for 5 or 25 s (G1);
or the screen turned blank when rolling and delay took place (F2 and G2). After the delay, participants clicked
on locations of the now hidden targets (H). See the online article for the color version of this figure.
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direction the roll would be. Prior to the experimental blocks, the
verbal instruction to the participants was,

In the next block, you will see the display rolling by 30 degrees
sometimes clockwise or to the right and sometimes counterclockwise
or to the left, after the targets become occluded. Then you should try
to locate the hidden targets and click on them.

The participants received three to five practice trials to get familiar
with the roll. Altogether, in these four unknown roll direction
blocks, there were 24 unique combinations of variables formed by
rolling direction (two levels), number of target (three levels), blank
(two levels), and delay (two levels). A participant did one repeti-
tion, or 24 trials per block for four blocks. All 12 participants
completed six experimental blocks, the order of which was ran-
domized.

Data analysis. First, we studied how target identification was
affected by the number of targets available, delay duration, rolling
direction, and blank. We paid special attention to the factor of
blank. We analyzed target identification performance when ob-
servers saw the frontoparallel rolling motion and continued to see
the outlines of windows during delay in the no-blank condition.
This was the situation in which embodied memory for orientation
change was available. (Note that this condition was identical to the
no-blank condition in Experiment 2.) We also analyzed target
identification performance when observers did not see the fronto-
parallel rolling motion and did not see any outlines of windows
during delay in the blank condition. This was the situation in which
embodied memory for orientation change was not available and
the completion of the task relied on mental rotation and memory-
in-the-head. We contrasted performances in these two cases.

Second, we examined the effect of knowledge by comparing
performance between blocks, that is, whether being told about the
direction of frontoparallel rolling helped target identification. We
compared target identification performance between using knowl-
edge provided by others and using embodied memory based on
real-time information, and studied their effects on overcoming
orientation change.

Results

An omnibus repeated measures ANOVA showed that, in this
experiment, hits were significantly affected by the number of
targets, F(2, 22) � 72.84, p � .001, �2 � 0.27, blank, F(1, 11) �
24.63, p � .001, �2 � 0.07, and whether rotation was known or
unknown, F(1, 11) � 5.39, p � .040, �2 � 0.01.

In this experiment, hits increased with the number of targets
available at the rate of 0.27, t(1726) � 14.8, p � .001. More
targets were identified in trials with no blank (Mno blank � 7.96,
SDno blank � 2.98; Mblank � 6.81, SDblank � 3.50) and in trials with
known direction of rolling (Mknown � 7.68, SDknown � 3.29;
Munknown � 7.24, SDunknown � 3.29). In the no-blank trials, in
which image structure information was always available, whether
there was a short or a long delay did not affect hits, F(1, 45) �
0.03, p � .96. Furthermore, in the no-blank trials, knowing the
rolling direction or not did not make a difference, F(1, 11) � 0.44,
p � .52. In the blank trials, however, when no image structure
information was available during rolling and during delay, partic-
ipants performed better when they were told the rolling direction
than when they were not, F(1, 11) � 6.39, p � .03 (see Figure 9).

Generally, these results suggested that performance was better
with embodied memory for orientation change in the no-blank
trials and performances was also better when participants had
knowledge about the direction of orientation change. Knowing the
direction was only helpful when image structure information was
absent during orientation change and delay, because, in this case,
embodied memory for orientation change was unavailable and
participants had to rely on mental rotation to resolve the orienta-
tion change. Hence, being told about the direction of roll helped
the mental rotation and improved performance.

The false alarm rates were low in this experiment. In all no-
blank trials, participants made 7,678 clicks, among which 807
were clicks on nontarget pixels of the display. In all blank trials,
participants made 6,689 clicks, among which 801 were clicks on
nontarget pixels of the display. In both cases, the median of false
alarm rates is 0, and the IQR was 1. Although misclicks counted
for about 11% of total clicks, the low median and low IQR
suggested that the distribution of false alarms was skewed and in
most trials false alarms were low.

General Discussion

In three experiments, we investigated whether embodied mem-
ory functions to facilitate perception with image orientation
change. In Experiment 1, we replicated results from Pan et al.
(2013) and showed that when optic flow and image structure
coexisted, optic flow calibrated image structure information,
which formed an embodied memory that preserved a large number
of hidden target locations over long time delays. Specifically, with
embodied memory, the number of targets identified was above 8,
with both short and long delays. This exceeded the capacity, in
terms of number of items and time duration, of visual short-term
memory (
4 	 1 items; Luck & Vogel, 1997; Vogel, Woodman,

Figure 9. In Experiment 3, target identification was affected by the
availability of image structure information (no blank vs. blank). Further-
more, being told about the direction of roll or not only affected perfor-
mance in the blank trials. Dark bars: known roll direction. Light bars:
unknown roll direction. Error bars represent 1 SE. � p � .05.
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& Luck, 2001). When embodied memory was unavailable, as a
result of temporary perturbation of image structure information,
performance exhibited a classical decay with time, which is a
characteristic of memory-in-the-head (Brown, 1958; Peterson &
Peterson, 1959).

In Experiments 2 and 3, an orientation change was simulated as
the display rigidly rolled in the frontoparallel plane. This roll did
not change the spatial relations between the visible image struc-
tures (the window borders) and the hidden target locations, al-
though it did change the locations of both. In Experiment 2,
participants always had access to the image structure information
during rolling. In half of the trials, participants saw the window
borders during delay (no-blank condition), and in the other trials,
they did not (blank condition). Experiment 2, therefore, is analo-
gous to Experiment 1, except that there was an additional phase of
rolling. In Experiment 3, in half of the trials, participants saw the

window borders on screen during the processes of rolling and they
continued seeing the borders during delay (no-blank condition).
In the other trials, participants did not see the window border
during the processes of rolling or of delay (blank condition).
Therefore, the no-blank conditions of Experiments 2 and 3 were
identical. However, the blank condition in Experiment 2 allowed
participants to see the window borders during rolling, and the
blank condition in Experiment 3 did not allow participants to see
the window borders during rolling, in which case participants had
to rely on mental rotation to recover the direction of roll.

When image structure information was calibrated by optic flow
and remained persistently available, having a roll did not change
target identification performance. There was no difference in hits
in the no-blank conditions across the three experiments, F(2, 45) �
1.73, p � .15 (see Figure 10). As shown in Figure 10, with
persistent (and calibrated) image structure information during roll-
ing and delay, hits always increased with the number of targets
available at the same rate for all three experiments. Additionally,
in all no-blank trials, delay duration did not affect performance,
F(1, 45) � 3.10, p � .9. This result suggested that embodied
memory was able to help participants overcome the perturbation of
orientation change.

With continuous image structure information available in the
no-blank conditions, orientation change did not affect target iden-
tification. Next, we studied how orientation change affected per-
formance (or not) when image structure was interrupted in the
blank conditions. First, we compared performance in the blank
trials of Experiment 1 (with no roll and no image structure infor-
mation during delay) versus Experiment 2 (with perceptible roll
and no image information during delay). There was no significant
difference between these, F(1, 11) � 0.27, p � .61 (see Figure 11,
left). Thus, orientation change did not lower target identification
performance so long as the rolling was visible, regardless of
whether image structure was available or not during delay. More-
over, a comparison between the blank trials in Experiment 1 and
the blank trials in Experiment 3 showed that (a) when the rolling
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Figure 10. In the no-blank conditions of Experiments 1, 2, and 3, hits
always increased with number of targets available at the same rate, so an
orientation change did not lower performance, as long as embodied mem-
ory was available. Circle: performance in the no-blank condition in Ex-
periment 1; square: performance in the no-blank condition in Experiment
2; triangle: performance in the no-blank condition in Experiment 3. Error
bars represent 1 SE.

Figure 11. Performance with interrupted image structure information in the three experiments. Left: In the
blank trials of Experiments 1 and 2, hits were not affected by orientation change, because the rolling was
visible to the participants. Right: Hits in Experiment 1 (no roll) were higher than hits in Experiment 3
(unseen roll), regardless of whether participants were informed of the roll direction. Error bar � 95% CI.
� p � .05. �� p � .01.
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was not perceptible, target identification performance was poorer,
although (b) being told about the rolling direction led to higher hits
than not being told about the rolling direction, F(2, 22) � 10.2,
p � .001. Pairwise t tests (with BH correction) showed that hits in
the blank trials of Experiment 3 were significantly lower than hits
in the blank trials of Experiment 1, both with known and unknown
roll directions (p � .013 and p � .001, respectively); and hits in
the blank trials of Experiment 3 with unknown roll direction were
lower than hits in the blank trials of Experiment 3 with known roll
direction (p � .005; see Figure 11, right panel).

As described in the introduction, results of this work echo and
extend previous findings in the literature. In particular, the current
results suggested that knowing the direction and amount of orientation
change (without visually observing it) does not completely compen-
sate for the perturbation or make identification performance as good
as that with no orientation change of the visual scene. The drop in
target identification was likely because of a challenging cognitive
task—mental rotation. This was supported by results from Simons
and Wang (Simons & Wang, 1998; Wang & Simons, 1999), who
showed that change detection was worse when there was an unseen
orientation change. Specifically, in their studies, participants first saw
five objects on a tabletop. Then, the tabletop was occluded by a
curtain and rotated for 50°. During this time, one object was moved to
a different location on the tabletop. Rigidly attached to the tabletop
was a rod that extended from the curtain and remained visible while
the tabletop was occluded and rotated. The participants did not see the
target objects going through rigid rotation, but they knew how much
the objects had moved by watching the rod rotate. This setup was
analogues to our experimental condition, in which participants did not
see the rolling but were told the roll direction and amount. In either
case, optic flow was not allowed to interact with image structure
information, and therefore orientation change had to be solved by
mental rotation, which caused identification and change detection
performances to drop, compared with when there was no orientation
change. Thus, exposure to combined optic flow and image structure
information and their interaction is not replaceable by the mere
knowledge of the orientation change. It is the combination of optical
information that underlies accurate and stable perception during ori-
entation change.

Finally, we note that a form of rehearsal may be part of the
embodied memory dynamic or process relevant to an account of the
results in the blank condition compared with the no-blank condition.
In this account, the continuous availability of the image structure
facilitates or enables rehearsal of the spatial locations of the targets.
Using the image structure to rehearse the locations means that the
image structure is providing stable information about those target
locations in the context of the preceding optic flow. In rehearsing, the
perceiver interacts with the image structure attending to actual target
locations as previously specified by the optic flow. Rehearsing in this
context could also yield a form of perceptual learning, for instance,
learning the pattern of the target locations. The blank condition
amounts to a perturbation of this interaction. The question is how
stable is the perceptual performance in response to such perturbations.
Our results show that a perturbation in the availability of image
structure destabilizes embodied memory. The performance level de-
clines. The relation between the effective rate of decline and the
duration of the perturbation (independent of the delay period) remains
to be determined.

Conclusion

In three experiments, we showed that participants identified a
large number of progressively occluded targets with good temporal
stability when both optic flow and image structure information
were available. When an orientation change occurred and the
rolling of the object array was visible, participants took advantage
of the combined optic flow and image structure information and
identified hidden objects just as effectively as when there was no
orientation change. Orientation change only produced decrements
in identification performance when the rolling was not visible. In
this case, optic flow information specifying the orientation change
was not available. The absence of optic flow could not be com-
pensated by the knowledge of rolling amount and direction, be-
cause even if participants were given this knowledge, their perfor-
mance still did not match that in trials with no orientation change.

Therefore, accurate and stable perception of targets going
through progressive occlusion and orientation change is enabled
by a combination of optic flow and image structure information.
When the two interact, optic flow provides powerful information
about the spatial layout, including the location of objects that
become hidden relative to the visible image structures before and
after the visual image array rolls. The perceived spatial layout is
preserved in image structure that has been calibrated by the pre-
ceding optic flow. Offloading the spatial relations specified by the
transient optic flow to external stable image structure allows
individuals to access and act upon information provided by optic
flow without having to hold it all in the head.
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